Total #models: 219. Total #votes: 2,811,226.
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Methodology

Gemini results: All Gemini 2.5 Pro scores are pass @1 (no majority voting or parallel test time compute unless indicated otherwise). They are all run with the Al Studio API for the model-id gemini-2.5-pro-
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exp-03-25 with default sampling settings. To reduce variance. we average over multiple trials for smaller benchmarks. Vibe-Eval results are reported using Gemini as a judge.

Non-Gemini results: All the results for non-Gemini models are sourced from providers® self reported numbers. All SWE-bench Verified numbers follow official provider reports. using different scaffolding

and infrastructure. Gooale's scaffolding includes drawing multiple trajectories and re-scoring them using model's own judgement.

Thinking vs not-thinking: For Claude 3.7 Sonnet: GPQA, AIME 2024, MMMU come with 64k extended thinking, Aider with 32k, and HLE with 16k. Remaining results come from the non thinking model due

to result availability. For Grok-3 all results come with extended reasconing except for SimpleQA (based on xAl reports).

Single attempt vs multiple attempts: When two numbers are reported for the same ewval higher number uses majority voting with Nn=64 for Grok models and internal scoring with parallel test time compute

for Anthropic models.

Result sources: Where provider numbers arc not available we report numbers from lcaderboards reporting results on these benchmarks: Humanity's Last Exam results are sourced from https://
agi.safe.ai/ and httpsi//scale.com/lcaderboard/humanitys_last_cxam, AIME 2025 numbers are sourced from https:#matharcna.ai/. LiveCodeBench results are from https:/livecodcbench.github.io/

leaderboard.html (10/1/2024 - 2/1/2025 in the Ul), Aider Polyglot numbers come from https://aider.chat/docs/leaderboards/

= indicates evaluated on text problems only (without images)
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