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Based on ‘Prompt Repetition Improves Non-Reasoning LLMs' by Leviathan et al.
(Google Research, 2025)" in Noto Sans JP
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Non-Reasoning Tasks (Extraction, RAG)

Reasoning Tasks (Math, Logic)

e Document QA
e |nformation Extraction
e C(Classification
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e GSMS8K (Math)
e Logic Puzzles
e Code Generation
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Data source: Google Research Benchmarks on Gemini 2.0 & GPT-4o.
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Input Repetition Chain-of-Thought
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Internalized Strategy:
"Repeat to understand”
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YES (Use Repetition)
- RAG / Document QA (1EfE7% 5| )

- Extraction ({&#Rk#H)
- Strict Formatting (JSON:&E<F)

NO (Use CoT)

- Math / Logic (GSM8K)

- Creative Writing (B H75548)
- Multi-turn Chat (B D)

Extraction Tasks:
Use <Q><Q> for free
accuracy boost.

Reasoning Tasks:
Use "Let's think step
by step .
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