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GLM-5 Strategic Intelligence Briefing

Zhipu AI7 2y 2w TETIL OV ERS & BEBRAYRIZ

Primary Source Analysis & Technical Due Diligence (—/X{&8(CE I BEERR)
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Technical Due Diligence meeting slide
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BFERDBFERREE : HIZDME vs —RIEH

MEDIA RUMORS (3fE - 18) OFFICIAL SOURCES (2TU# - GitHub/Docs)
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DeepSeek Sparse Attention (DSA) DS

Attention Mechanisms
Standard Full Attention DeepSeek Sparse Attention (DSA)
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Quadratic Complexity (O(n?)) Reduced Complexity (Sparse)

Context Length: 200K Tokens Max Position Embeddings: 202,752

Strategic Note: Zhipu AIOIRBEHEATIZ% <. DeepSeekD#fifT (DSA) ZRBLANILTHE, &
WX I—-S 1Y MERTO MO LRAEXMEE & IF7010 X MNER 225,
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Traditional RLHF

[Generation] —{ ~ Ildling] —>{[Reward Model]—{ (- Idling] — [Update] — (- Idling]
(Synchronous)

r

Track A (Generation): SGLang (High Throughput Rollout)

Slime Framework

(Asynchronous) Continuous Self-Improvement Loop

Track B (Training): Megatron (Training Loop)

Key Takeaway: £7: 3 A D#f A (RLHF) OFETIFH<., RV F T a U 0R¥RT—
T FEMED SO THHRFEE] ZRIREICTRT1 T T ABT714—RNYIDRBILRY JfEH.
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Action & Coding Capabilities
SWE-bench Verified

GLM-5 77.8
DeepSeek V2.5
GPT-40
0 20 40 60 80 100

Terminal-Bench 2.0

GLM-5

56.2

GPQA-Diamond
GLM-5

86.0

The Missing Data (K2R T—4)
MMLU / C-Eval / LAMBADA

o Systematic scores not presented in
hublic documents.

BRSERNAE] OXJ7EDH, V=il
FMAPI—T1 27 W T TRHERREEN)
DHIEZBFRLTLH,. RBR/ILOZEZDE
PR,



EfINZfEigRFIE X MMEE

Cost per 1M Tokens (USD)

Model Name Input Cost Output Cost
1| GLM-5 $1.00
21 e i $1.25 $10.00
e $2.50 $10.00

GLM-5
Output Cost is
~30% of GPT-5

e Cached Input ($0.20) HIREZTH
THH, ER7OV7 MERS Zf,
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HERRARmCFEAESE
(Estimated Environmental Impact)

The Formula Resource Equivalency
w__=) Hardware: 1,024 NVIDIA H100s
Estimated FLOPs = 6 x N (Active Params) x D (Tokens) =] Time: ~112 Days (at 35% utilization)

&

N = 40B, D = 28.5T
> Environmental Impact

~ 6.84 ¥ 1 024 FLOPS % Energy: ~2.30 GWh
Carbon: ~1,130 t-CO2

Takeaway: 77— x4 FETFTINELTR2RATNATWVWS D, BFYE (Pre-training from scratch)
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RISK ASSESSMENT (Inter Tight Bold)

UNKNOWNS (Black Box Risks) KNOWNS (Mitigations)

o Training Data Composition: 28.5T tokens Q Weight Access: Open weights allow
confirmed, but rights/Pll status independent safety testing.
undisclosed.

Q Local Control: Possibility for private

o Safety & Red Teaming: No comprehensive fine-tuning.

System Card available (unlike OpenAl).

o Bias & Toxicity: Official benchmarks
absent.

BIREIREV. EXFAOKRE. BHEZETOR21EM (Red Teaming) DAL E S,




TOASATLEHMBENSE

vLLM
On-Premise Value
Software Stack SGLang
MIT X Local _ Data
XLLM License ™ Inference — Sovereignty
GLM-5
Deployment | T2 LX) T REIHELVE

NVIDIA R (7 - BFE) ICz>T. SaaSRAID

(Hopper/Blackwell) | 3P LB EE,
Hardware L

Agnosticism

Ascend NPU Strategic
(Guide paths included) Decoupling
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The Smart Saver

(B LVETHI)

e 744B Performance at
40B Cost.

e Qutput costis 1/3 of

competitors.

Specialized in Coding &
Agent Actions.

Not for encyclopedia trivia,
but for getting work done.

The Pragmatic Pro
(R#FED7NO)

AX FREEHNZL

The Sovereign

(E1$€D:L_'R%)

Open Weights / MIT
License.

Hardware independence &
On-premise capable.
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BEHE « 7—4')—2X (References & Data Sources)

Primary Sources (Zhipu Al)

Z.ai Docs (Pricing/Guides) Eﬁ’%
GitHub (GLM-5 slime) i
Hugging Face (Model Card) E%%
Technical Context

DeepSeek Sparse Attention (arXiv Paper) E@,fj
OpenAl GPT-4 System Card i
Media Check

Tech Noisy (Contrast Source) Eﬁ%
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