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1. 序論：AI推論能力のパラダイムシフト 
2025年末から2026年初頭にかけて、人工知能（AI）研究の最前線において、汎用人工知能（AGI）の
実現に向けた極めて重要なマイルストーンが達成された。AI研究者でありエンジニアであるJohan 
Land氏は、Francois Chollet氏らによって設計された、AIの「流動性知能（Fluid Intelligence）」と「一
般化能力」を測定する最も過酷なベンチマークである**ARC-AGI-2（Abstraction and Reasoning 
Corpus for AGI - Version 2）**において、**72.9%**という驚異的な正答率を記録した 1。 

この記録は、直前のState-of-the-Art（SOTA）であったPoetiqシステムによるGPT-5.2を用いたスコ
ア（約54%）を大幅に上回るものであり、AIが特定領域のスキルだけでなく、未知の問題に対する適
応能力において人間レベル（平均的な人間は約60-66%とされる）を凌駕し始めたことを示唆してい
る 3。Land氏のアプローチの中核にあるのは、**「Multi-Model Reflective Reasoning（マルチモデ
ル再帰的推論）」**と名付けられた手法であり、これは単一の巨大言語モデル（LLM）に依存するの
ではなく、OpenAIのGPT-5.2、GoogleのGemini 3、AnthropicのClaude Opus 4.5といった現行最強
のフロンティアモデル群を動的に連携させる高度なアンサンブルシステムである 2。 

本レポートでは、Land氏の達成した記録の技術的詳細、採用されたアーキテクチャの特異性、そし
てこの成果が示唆する「推論時計算（Inference-time Compute）」の重要性とコストのジレンマにつ
いて、包括的かつ詳細に分析を行う。 

2. ARC-AGI-2：AIにとっての「最終障壁」 
2.1 ベンチマークの哲学と進化 
ARC-AGIは、2019年にKerasの開発者であるFrançois Chollet氏が発表した論文「On the Measure 
of Intelligence」に基づいて構築されたベンチマークである。Chollet氏は、特定のタスク（チェスや画
像認識など）における「スキル」と、未知の環境に適応し新たなスキルを獲得する能力である「知能」

を明確に区別した 5。ARCは、膨大な訓練データの暗記（暗記による近似）を防ぎ、人間が先天的に
持つ「コア知識（Core Knowledge Priors）」—物体認識、数概念、幾何学、トポロジー、エージェント
性など—のみを前提とした純粋な推論能力を測定することを目的としている 5。 

2025年にリリースされたARC-AGI-2は、初代ARCが当時のLLMや総当たり的なプログラム合成手
法によって部分的に攻略されつつあったことを受け、その難易度と堅牢性を劇的に向上させたバー

ジョンである。ARC-AGI-2は以下の点で強化されている： 



1.​ 記号的解釈（Symbolic Interpretation）： 記号が持つ視覚的パターン以上の意味（意味論的
意義）を文脈から解釈する必要があるタスクの増加。AIは対称性や変形といった表面的なパ
ターンには強いが、記号自体に割り当てられた意味的役割を理解するのに苦労する 8。 

2.​ 構成的推論（Compositional Reasoning）： 複数のルールを同時に、あるいは文脈に応じて
順序立てて適用する能力が要求される。単一のルール適用ではなく、ルールの相互作用を理

解する必要がある 8。 
3.​ 文脈的ルール適用（Contextual Rule Application）： 周囲の状況に応じて適用すべきルール

が変化するタスク。これにより、単純なパターンマッチングを無効化する 8。 

2.2 人間とAIのギャップ 
ARC-AGI-2の特筆すべき点は、これらのタスクが「人間にとっては依然として容易である」ように設計
されていることである。400人以上の人間による検証の結果、すべてのタスクが「2人以上の人間に
よって2回以下の試行で解決可能」であることが確認されている 3。人間の平均的な正答率は60%〜
66%（実験設定に依存）であり、専門家パネルや時間をかけた検証では100%に達する 3。 

対照的に、2025年後半時点での最先端モデル（GPT-4oやGemini 1.5 Proなど）のベースラインスコ
アは一桁台（<5%）に留まっていた 9。これは、大規模言語モデルが依然として「記憶と補間」に強く依
存しており、真の意味での「未知への適応（Extrapolation）」を苦手としていることを浮き彫りにしてい
た。この背景において、Johan Land氏が達成した72.9%という数字は、AIがこの「一般化の壁」を突
破しつつあることを示す歴史的なデータポイントである。 

 



 
 

3. 技術的深層：Multi-Model Reflective Reasoningの解剖 
Land氏のシステムは、単一の「天才的」なモデルに依存するのではなく、異なる特性を持つ複数のモ
デルを高度に組織化し、反復的な検証プロセスを経ることで解に到達する。このアプローチは「

Multi-Model Reflective Reasoning（マルチモデル再帰的推論）」と呼ばれ、以下の主要なコンポー
ネントとプロセスから構成されている。 

3.1 モデル・アンサンブルの戦略的配置 
システムは、各タスクに対して最適な認知能力を提供するために、以下のフロンティアモデル群を適

材適所で起用している 2。 

●​ GPT-5.2 (OpenAI): システムの論理的バックボーンとして機能する。特に「Thinking」モードや



APIの「X-High」推論レベルを活用することで、複雑な文脈保持とマルチステップの論理構築を
担当する。GPT-5.2はARC-AGI-2単体でも52.9%を記録する強力なベースライン能力を持って
おり、全体のオーケストレーションを担う 4。 

●​ Gemini 3 (Google): ネイティブ・マルチモーダルアーキテクチャを持つGemini 3は、ARCのよう
な視覚的パズルにおいて極めて重要な役割を果たす。テキスト化されたグリッド情報だけでな

く、視覚情報を直接処理することで、人間が「直感」と呼ぶようなパターン認識（対称性、包含関

係、接続性の即時把握など）を提供する。また、Land氏の報告によれば、ソルバー自体のコー
ド生成（メタプログラミング）においてもGemini-3-CLIが活用されており、AIがAIの思考ツールを
作成するという自己言及的な側面も持つ 2。 

●​ Claude Opus 4.5 (Anthropic): 長文脈における安定性と高いコーディング能力により、生成
された仮説の検証や、他のモデルが見落としたエッジケースの指摘、あるいは異なる視点から

の解法提案（Lateral Thinking）に寄与している 12。 

3.2 6時間の熟考：推論プロセスの外部化 
Land氏のシステムは、1つの問題を解くために平均して約6時間もの計算時間を費やす 2。これは、
入力に対して即座に確率的なトークンを出力する従来のLLMの挙動とは決定的に異なる。この6時
間は、人間の脳における「システム2（熟慮的思考）」を、外部ツールとマルチエージェントループに
よって明示的に実装したプロセスである。 

1.​ 多角的な仮説生成（Hypothesis Generation）： 入力グリッドと出力グリッドのペアから、変換
ルールに関する多数の仮説を生成する。ここではGeminiの視覚的直感とGPT-5.2の言語的論
理が並行して稼働し、多様な角度からの「解法候補」を洗い出す 14。 

2.​ エージェンティック・コード生成（Agentic Codegen）： 生成された仮説を検証するための
Pythonコードを記述する。Land氏のシステムでは、1つのタスクにつき10万回以上のPython
呼び出しが行われるとされる 2。AIは「頭の中」だけで考えるのではなく、実際にプログラムを書
き、実行し、その結果（生成されたグリッド）を見てコードを修正するという「試行錯誤」のループ

を超高速で回転させる。これにより、モデルのハルシネーション（幻覚）を排除し、実行可能な真

実のみを抽出する。 
3.​ 視覚的検証（Visual Reasoning）： コード実行によって生成された出力グリッドを、再度視覚モ

デルが評価し、期待される出力と視覚的に一致しているか、あるいは新たなパターンが出現し

ていないかを確認する。 

 



 
 
3.3 Council of Judges（裁判官評議会）：合議による品質保証 
Land氏のシステムのもう一つの重要な特徴は、「Council of Judges（裁判官評議会）」と呼ばれるメ
カニズムの採用である 2。これは、複数のエージェントが生成した解法や推論プロセスに対し、別の
エージェント群が「審査員」として振る舞い、その妥当性を評価・投票するシステムである。 

●​ ハルシネーションの抑制: 単一のモデルが自信満々に誤った推論（もっともらしい嘘）を出力した
場合でも、異なるアーキテクチャやプロンプトを持つ他のモデルがそれを批判的に検証すること

で、誤謬を検出する確率が高まる。これは「LLM Council」や「Debate with Judge」といったマ
ルチエージェントデザインパターンの一種であり、合意形成を通じて出力の信頼性を担保する 16

。 
●​ 多様性の確保: 異なるモデル（審査員）は異なるバイアスを持つため、全会一致で採択された解

法は、特定のモデルの癖に依存しない普遍的なロジックに基づいている可能性が高い。 

3.4 AIによるAIの開発 
Land氏が公開した興味深い事実として、「すべてのソルバーコードはGemini-3-CLIによって記述さ
れた」という点がある 2。これは、ARC-AGI-2を解くためのプログラム自体を人間が手書きしたのでは
なく、AI（Gemini 3）がコーディングエージェントとして機能し、問題を解くためのシステムを構築したこ



とを意味する。これは「AIがより優れたAI（あるいは問題解決システム）を生み出す」という再帰的な
自己改善（Recursive Self-Improvement）の初期的な事例とも解釈でき、SOTA達成のプロセス自体
がAGI的な性質を帯びている。 

4. コストと効率性のトレードオフ：パレートフロンティアの移動 
Johan Land氏のアプローチは性能において圧倒的であるが、その代償として計算コストとエネル
ギー効率において大きな課題を突きつけている。ARC-AGI-2の運営チームは、スコアだけでなく「効
率性」も重要な指標として追跡している 3。 

以下の表は、ARC-AGI-2における主要なアプローチの精度とコストの比較を示したものである。 

システム / モデル ARC-AGI-2 スコア 推定コスト (per 
task) 

備考 

Johan Land (v2) 72.9% $38.9 Multi-Model, 6時間
の推論, 10万回の
コード実行 

Poetiq (GPT-5.2 
X-High) 

54.0% $8.0 - $30.0 メタシステムによる

最適化 

GPT-5.2 Pro 
(Official) 

54.2% ~$15.27 OpenAI公式ベンチ
マーク (X-High) 

GPT-5.2 Thinking 52.9% ~$1.90 標準的なThinking
モード 

Gemini 3 Deep 
Think 

45.0% 不明 (高コスト) GoogleのDeep 
Think技術 

NVIDIA (NVARC) 27.6% $0.20 Kaggleチームによる
高効率アプローチ 

人間 (平均) ~66.0% ~$5.0 + α 報酬ベース。エネル

ギー効率は極めて

高い 

データソース: 2 



このデータは、現在のAIが「精度」を購入するために「計算リソース」を指数関数的に投入している現
状を浮き彫りにしている。Land氏のシステムは、NVIDIAの軽量なアプローチと比較して約200倍の
コストをかけている。この「富豪的推論（Inference Scaling）」のアプローチは、コスト度外視で正解を
探索するものであり、Chollet氏が定義する「知能とはスキル獲得の効率性である」という理想からは
乖離しているように見えるかもしれない 18。 

しかし、別の見方をすれば、Land氏の成果は**「計算リソースさえ十分に投入すれば、AIは未知の
抽象推論タスクにおいて人間を超えられる」**という事実を実証した点で革命的である。これまでは、
どんなに計算量を増やしてもARCのような新規性の高いタスクは解けない（汎化できない）と考えら
れていたが、推論時計算のスケーリング則（Inference Scaling Laws）が有効であることが証明され
たのである 19。 

5. GPT-5.2：推論特化型モデルの到達点 
Johan Land氏のシステムの成功は、その基盤となるOpenAIのGPT-5.2の性能向上なくしては語れ
ない。2025年12月にリリースされたGPT-5.2は、前世代のGPT-5.1と比較して、推論能力において質
的な飛躍を遂げている。 

●​ ARC-AGIスコアの激増: GPT-5.1のARC-AGI-2スコアがわずか17.6%であったのに対し、
GPT-5.2（Thinking）は52.9%を記録した。約3倍のスコア向上は、通常のモデル更新では考えら
れない幅であり、モデルが「推論の手順」をより深く理解し始めたことを示している 4。 

●​ Thinking Modeの実装: GPT-5.2には、ユーザーが推論の深さ（Effort Level）を調整できる機
能が搭載されている。API経由で利用可能な「X-High」設定では、モデルは回答を出力する前に
内部で膨大な「思考トークン」を消費し、自己検証と論理の組み立てを行う。Land氏のシステム
は、この機能を外部ループでさらに拡張したものと言える 4。 

●​ エージェント機能の強化: SWE-bench Verifiedにおいて80.0%を記録するなど、コーディングと
ツール利用の能力が大幅に向上した。これにより、Land氏のシステム内での「Pythonコードを
書いて検証する」というプロセスの成功率が担保された 11。 

6. 結論と展望：AGIへの道程 
Johan Land氏によるARC-AGI-2での72.9%達成は、AI研究における一つの転換点である。それは
以下の3つの重要な示唆を我々に与えている。 

1.​ 「システム」としてのAIの勝利: 最先端のAI性能は、単一の巨大モデルではなく、複数のモデル
とツール（Python実行環境など）を高度に連携させた「コンパウンドAIシステム（Compound AI 
Systems）」によって切り拓かれる。単体では不完全なモデルも、相互監視とツール利用を通じ
て「超人的」な成果を出せる。 

2.​ 推論スケーリングの威力: 事前学習（Pre-training）の規模拡大だけでなく、推論時（
Inference-time）に計算リソースを大量投入し、数千〜数万回の試行錯誤を行うことで、AIは自
身の限界を超えた難問を解決できる。これは「System 1（直感）」から「System 2（熟考）」への移
行を意味する。 

3.​ 効率性の課題: AIは「人間レベルの正答率」を達成したが、「人間レベルの効率性」には程遠
い。1問に$40近いコストと電力を使用する現状は、実用化の観点からは課題が残る。今後の



競争は、この高いスコアを維持しつつ、いかに計算コスト（推論時の探索空間）を圧縮できるか

という「蒸留（Distillation）」や「効率化」のフェーズに移るだろう。 

Francois Chollet氏が「AIには解けない」として設計したARC-AGI-2の壁が、予想よりも早く、しかも
「力技と知恵の融合」によって破られつつある事実は、AGIの到来が遠い未来の話ではないことを予
感させる。Land氏のアプローチは、科学的発見や複雑なエンジニアリングなど、正解のない難問に
挑むAIの未来のひな型となるだろう。 
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