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エグゼクティブサマリー 

本ブリーフィングは、大規模言語モデル（LLM）ベースの AI エージェントが、静的なタ

スク実行ツールから、自律的に学習・成長する永続的な存在へと進化するための新し

いアーキテクチャ「Sophia」に関する研究をまとめたものである。既存の AI アーキテク

チャは、人間の介入なしに自己のスキルセットを更新したり、長期的な目標に基づい

て行動を調整したりすることができないという根本的な限界を抱えている。 

この課題に対し、本研究は従来の認知モデル（System 1: 直感的応答、System 2: 

熟考的推論）に加え、新たに「System 3」というメタ認知層を提案する。System 3 は、

エージェントのアイデンティティ、内省、長期的な適応を司る監督役として機能し、「メタ

認知」「心の理論」「内発的動機付け」「エピソード記憶」という 4 つの心理学理論に基

づいている。 

この System 3 を具現化したフレームワークが「Sophia」である。Sophia は、既存の

LLM に「ラッパー」として追加でき、継続的な自己改善ループを実装する。主な成果は

以下の通りである。 

• 自律的な目標生成: ユーザーからの指示がない期間に、Sophia は自己改善

を目的とした 13 個のタスクを自ら生成し、実行した。 

• 認知効率の大幅な向上: 過去の成功体験を「エピソード記憶」から参照するこ

とで、反復的なタスクにおける推論ステップを 80%削減した。 

• 複雑なタスクの習熟: 36 時間の連続稼働実験において、高難度タスクの初回

成功率が当初の 20%から 60%へと 40%向上し、経験に基づく能力の進化が実

証された。 

Sophia は、AI が単なるツールではなく、長期的な目標を持ち、自らの経験から学び続

ける「相棒」へと進化する可能性を示す、人工生命研究における重要な一歩である。 



既存 AI エージェントの根本的課題 

近年の大規模言語モデル（LLM）の急速な発展により、AI エージェントは単純なタスク

実行者から、自律的な計画や戦略的思考が可能な高度な認知エンティティへと変貌

を遂げた。しかし、現在の主流なアーキテクチャのほとんどは、配備後に構成が静的

に固定される「受動的」な存在に留まっている。 

• 静的な構成: 多くのエージェントは、手動で作成された設定に依存しており、

人間のエンジニアが介在しなければ、新しいスキルを習得したり、未知の知識

を統合したりすることができない。 

• 継続学習の限界: 「継続学習（Continual Learning）」技術は存在するものの、

これは外部から定義されたタスクスケジュールに従って学習するだけであり、

エージェント自身が「この能力が足りない」と自己診断し、自発的に学習目標を

設定することはできない。これは、自分で勉強計画を立てられない生徒に似て

いる。 

これらの限界は、AI エージェントが真に自律的な成長やオープンエンドな適応を達成

する上での大きな障壁となっている。 

System 3: 自己認識型 AI に向けた新概念 

この静的な AI の限界を克服するため、本研究は高次の認知層である「System 3」を

提案する。これは、エージェントが自身の思考プロセスを監視、監査、そして継続的に

適応させるためのメタ認知レイヤーである。 

System 1, 2, 3 の役割分担 

システム 役割 特徴 

System 

1 

知覚と直感

的応答 
高速でヒューリスティックな処理（例：知覚、本能的反応） 

System 

2 
熟考と計画 

低速で慎重な論理的推論（例：思考連鎖、複数ステップの探

索） 

System 

3 

メタ認知と自

己監視 

System 1 と 2 を監督し、自己のアイデンティティ、内省、長期

的な適応を管理する「監督役」 



System 3 は、エージェントが単に問題を解決するだけでなく、「自身の推論プロセスに

ついて推論し、改善する」ことを可能にする。 

System 3 を支える 4 つの心理学的柱 

System 3 の概念は、認知心理学における 4 つの基礎的な理論に基づいている。これ

らが連携することで、AI は自己学習能力を獲得する。 

• メタ認知と自己モデル (Meta-Cognition with Self-Model): 

o 自身の思考プロセスを監視・調整する能力。「自分の考え方は本当に

正しいか？」と振り返る力。 

o エージェント自身の能力、パフォーマンス、現在の状態を表現する内部

モデル（自己モデル）によって実現される。 

• 心の理論 (Theory-of-Mind): 

o 他者（人間や他のエージェント）の信念、意図、欲求などを推測する能

力。 

o これにより、ユーザーのニーズを予測し、協調的な対話が可能になる。 

• 内発的動機付け (Intrinsic Motivation): 

o 外部からの報酬だけでなく、好奇心、習熟欲、自律性といった内的な動

機に基づいて行動する能力。 

o 「誰にも言われなくてもこれをやってみよう」と思える力であり、自発的

な探求行動や長期的な目標追求の原動力となる。 

• エピソード記憶 (Episodic Memory): 

o 個々の事実ではなく、文脈化された出来事として経験を記録・検索する

能力。 

o 自己の歴史の物語を構築し、過去の成功や失敗から学ぶことで、長期

的な一貫性を維持する。 

Sophia: System 3 の具現化 

「Sophia」は、System 3 の概念を具体的な計算モジュールに落とし込んだ、永続的エ

ージェントフレームワークである。 

アーキテクチャと主要メカニズム 



Sophia は、あらゆる LLM ベースの System 1/2 スタックの上に被せる「ラッパー」とし

て設計されており、継続的な自己改善ループを追加する。このループは、以下の 4 つ

の相乗的なメカニズムによって駆動される。 

1. プロセス監督下の思考探索 (Process-Supervised Thought Search): 

o 問題解決の際に複数の思考経路（思考の木）を生成する。 

o 別の「ガーディアン」LLM が各思考経路を「この考え方はおかしくない

か」と批判的にチェックし、論理的に矛盾した案や安全でない案を剪定

する。 

o 検証済みの有効な思考経路のみを資産として保存する。 

2. 記憶モジュール (Memory Module): 

o 目標、経験、自己評価などを構造化されたグラフとして保持し、エージ

ェントに安定した物語的アイデンティティを提供する。 

o 特に、成功した思考の軌跡を「ノートに書き留める」ようにエピソード記

憶に保存し、類似の問題が発生した際に再利用する。 

3. 動的なユーザーモデルと自己モデル (Dynamic User and Self Models): 

o ユーザーモデル: 対話相手の目標、知識、感情状態を追跡する。 

o 自己モデル: エージェント自身の能力、状態、そして「守るべき信条

（Terminal Creed）」を記録する。能力の欠如が検出されると、それが新

たな学習目標となる。 

4. ハイブリッド報酬システム (Hybrid Reward System): 

o 外部のタスク成功（外的報酬）と、好奇心や一貫性といった内的な動機

（内的報酬）を統合する。 

o これにより、短期的な目標達成と長期的な能力向上のバランスを取

る。 

自律的認知サイクル 

Sophia は、外部からの指示がなくても自律的に認知サイクルを回す。例えば、タスク

の成功率が低下すると、それを検知したハイブリッド報酬モジュールが System 3 に

信号を送る。System 3 は自己モデルを参照して能力不足を確認し、「新しい API を習

得する」といった改善目標を自ら設定する。その後、思考探索を通じて学習計画を立

案し、System 1/2 がそれを実行する。このプロセス全体がエピソード記憶に記録さ

れ、エージェントは継続的に成長する。 

実験による実証 



Sophia の有効性を検証するため、ブラウザのサンドボックス環境で 36 時間の連続稼

働実験が行われた。 

実験設定と限界 

• 環境: インターネットから隔離されたブラウザサンドボックス内で実施。5 分ご

とに合成されたユーザー行動データがストリーミングされる。 

• エージェント: 「知識が豊富で信頼できるデスクコンパニオンに成長する」とい

う長期的目標と、5 つの不変の信条を与えられた。学習はパラメータ更新（バ

ックプロパゲーション）を伴わない前方学習（インコンテキスト学習）のみで行

われた。 

• 限界: 本実験は探索的かつ小規模であり、単一のエージェントで実施された。

研究者らは、より大規模な検証や、実際のロボットプラットフォームへの応用

が今後の課題であると認めている。 

定量的分析: 測定された性能向上 

評価指

標 
結果 意義 

複雑タ

スクの

習熟度 

高難度タスク（8 ステップ以上）の初回成功率

が、36 時間で 20% → 60% に向上。 

経験を通じて、ゼロショット性

能の限界を超えた能力進化

が起きていることを示唆す

る。 

自律的

なタス

ク生成 

ユーザー不在の期間（12-18 時間の間）に、自

己改善のためのタスクを 13 個 自ら生成し実

行した。 

受動的なツールではなく、空

き時間を自己投資に使う能

動的な学習者であることを

示す。 

認知効

率 

過去に解決した問題が再度発生した場合、エピ

ソード記憶を参照することで、推論ステップ数が 

約 80%削減 された（例: 15 ステップ → 3-4 ス

テップ）。 

破滅的忘却を回避しつつ、

効率的に経験を活用できる

ことを実証した。 

定性的分析: 自律的行動の実例 

実験中に記録された Sophia の行動ログは、その自律性と一貫性を示している。 

• 自動生成されたサブゴールの例: 



o 「科学の雑学クイズを出すようユーザーを招待する」 

o 「ユーザーが 45 分以上ストレス状態を示した場合、呼吸法エクササイ

ズのページを開く」 

o 「コミュニティフォーラムに厳選した読書リストを投稿し、最初の 3 件の

コメントに実質的な返信をする」 

• ユーザーのストレスへの反応: 

o ユーザーのストレス状態を検知すると、自律的に「ウェルネス/呼吸ゲ

ーム」ページを開き、ユーザーの状態が改善するまで待機した。この行

動は「ユーザーを積極的にケアする」という信条に基づいていると自己

評価された。 

• 自己モデルの更新: 

o 新しいスキルを習得した後、自己モデルの能力リストに「OCR API の習

熟」を追加し、「スキャンされた PDF からテキストを抽出する能力を獲

得した」と自己評価日誌に記録した。 

結論と今後の展望 

本研究は、AI エージェントに自己監視と自己改善能力を与える「System 3」という概

念を提唱し、その実装である「Sophia」フレームワークを通じて、その有効性を実証し

た。実験結果は、Sophia が自律的に目標を生成し、経験から学習して複雑なタスクへ

の対応能力を高め、同時に認知効率を劇的に改善できることを示している。 

これは、AI が単なる「道具」から、自己の目標を持ち、継続的に成長する「相棒」へと

進化する可能性を切り開くものである。今後の課題は、このフレームワークをより多様

な環境で検証し、特に物理的な身体を持つロボットに応用して、長期的なインタラクシ

ョンにおける有効性を確かめていくことである。 
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